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3 hours : 100 marks
N.B. 1. Question No.1 is compulsory.
l 2. Attempt any four questions out of remaining six questions.
3. Assume suitable déta whenever necessary and justify the same.

4. Figures to the right indicate full marks.

ks (a) Give all the steps involve in recognition meth6d0109 and briefly explain each. 10
(b) Explain the following region growing algorithm with suitable example. 10 |
1. Centroid Linkage
2. Hybrid Linkage
3. Single Linkage
2. (@) Explain border tracking algorithm with suitable example.. | 10

(b) What is control strategies ? Discuss the two major form of control Hierarchical and 10

Heterarchical.
3. (a) Explain ‘thinning’ and ‘thickening’ with the help of examples. 10
(b) Explain Hough transform with example. Mention all its merits and demerits. 10

4. (a) Apply ‘iterative’ and ‘classical’ connected component labeling algorthm on

following image | 10
| 0" To o [0 4o [0 40 [t [1 _fo |
' R R R R R R
i e e e o I ETOR I O e B W |
i 00 e [0 sf e o
(b) Explain back-tracking algorithm with suitable example. 10

5. (a) What is signature segmentation? Obtain the horizontal, vertical and diagonal

N g e i g T T A e
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() Explagin inverse Pperspective projection.

vledge representatiop
0. (a) Explain.knowledge based vision? Explain different forms of knowledge rep

used in computer vision.

(b) Explain Run length implementation of algorithm with suitable example.

7. (a) what is principal component analysis

(b) What is zero crossing edge detector

(d) Explain view class matchin g.
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| T4527/T1308 ARTIFICIAL INTELLIGENCE

e

| Q. P. Code : 811600

(3 Hours) Total Marks : 80

| N.B. 1. Question No. 1 is compulsory

2. Attempt any three (3) out of remaining five (5) questions

3. Assume suitable data if necessary and justify the assumptions
4. Figures to the right indicate full marks

Ql , Attempt an four (4) from the following :
[A] Define Al. What are applications of AI? {05} S \
[B] Define heuristic function. Give an example heuristics function for 8- [05] ‘
puzzle problem. Find the heuristics value for a particular state of the
Blocks World Problem.
[C] Compare Model based Agent with Utility based Agent. [0s]
[D] What are the problems/frustrations that occur in hill climbing {05}

“technique? Ilustrate with an example
[E] Whatis supervised learning and unsupervised learning? Give example  [05)

of each.

Q2 [A] Consider the search problem below with start state S and goal state G. The 110y
transition costs are next to the edges and the heuristic values are next to the :

states. What is the final cost using A * search.

hes
J"Ih
ON
ol --"’I ™ . 20
Y \\3 i st
bed et ey
PN i

[B] Explainthe architecture of Expert System. What are advantages and 110}

limitations of Expert System?

Q3 [A] | Explain with example various uninformed search techniques. (10}
[B] [Mustrate Forward chaining and backward chaining in propositional logic with [10]

example

&7

[TURN OVER]
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b ‘ : T4527/T1308 ARTIFICIAL INTEL

-_'3‘.’-5 ‘ Q. P. Code : 81160

: : dering first node as (10}
Q4 [A] - Apply alpha-Beta pruning on following example consicer®

MAX e

o~ R

/’E : ( g /{\ \ /N ﬂ / J;E]
tﬁtly @{ @ é}é&mé&;mm el

[B] Explain a partial order planner with an example.

[10]

Q5 [A] Consider the following facts about dolphins: [10]

Whoever can read is literate. Dolphins are not literate. Some dolphins are
intelligent,

(1) Represent the above sentences in first order predicate logic (FOPL).

(i) Convert them to clause form

(iii)Prove that “Some who are Intelligent cannot read” using
resolution technique

[B] What is Uncertainty? Explain Bayesian Network with example [10]

Q6 Write short note on any two of the following: ' [20]
(i) Steps in Natural Language Processing
(ii) Decision Tree Algorithm with an example

(iv) Genetic Algorithms
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N.B.

1. (@
(b)
(©)
(d)

2. (a)
(b)

3. (@
(b)

4. (a)
(b)

5. (a)

351 1 pe

Comp]SG/m_u/mCQeU// Gt

: (1)  Question No.1 is compulsory.

'What is IMT-2000‘7 Explatn key pomts of IMT—2000
) ,;._'Descrlbe Bluetooth system architecture in details.

6 \(a) What is CDMA? Compafe betwcen CDMA and WCDMA.
“(b) Descmbe various mob11e commumcatlon satellite systems.

7 ..'- : Wrxte short notes (Any”"fl‘vh_lfe'e‘) :

Wret by Al Ja TR AN botion o 410 & . tter £2 7 o P aa, 4 pew e Sota A AR
R AR

T4517/Tl16 ey
5 B.E(COMPUTER ENGG)SEM VIl) MOBILE COMPUTING ’

(3 Hours)

(2) Solve any four questions from remammgl S :
(3) Assume suitable data if necessary statmg 1t clearly.

What is hidden node terminal problem m WLAN" » S
List multiple access techniques. Explam in brxef S
What is multipath fading, ‘ iRSSy 5
Describe in brief wireless ATM? | e S

Draw neat diagram of GPRS system ai‘chltecture Wlth mterfaces and descnbe 10
in details. S PSR S S S g O R

What is Mobile TCP? : 10

10
10

Describe GSM secumty servxces SELIN,
DlStlnnglSh betweenWAP2 0 and WAP 1x

List and descnbe channel allo“oatlon techmquesx 10

What is Hand-off7 Llst & explam types of Hand-off 10
10
10

10
10

20

(2) Mobile IP

~(b) IEEE 802.11 variants

(c) Mobile Agents
(d) Threats and secunty in Mobile Computmg
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© . T4527/T1313 B. E(COMPUTER ENGG)(SEM VII) (CBSGS) 5)SOFT COMPUTIN
cor0g) N1 ) css&:/ Se )rv-8-1% e

Q.P. Code 27!

(3 Hours )

N B.: (1) Questron No.1 is compulsory.

1. (a) Explain hard limit'and soft 11m1t actrvatlon functlon
(b) Explain Mc Culloch Pitts neuron model wrththe help\o Pan exampl
(©) Explain fuzzy extension principle with-the help of an example
(d) Explain linear separable and non—hnearly separable pattern wrth example \

A -.\)

2. (a) Whatis learning in neural networks"’ Differentrate between supervrsed and
unsupervised learning. R, — R R AR DA

(b) What are the different types of encodmg, selectron crossover mutatrons 10

of GA. Explain each type wuh smtable examples ; E

\

3. (a) Explain error back pfoﬁagahoh ha’lmng aIgOntLﬁ’g \gﬁhth_ help of a flowchart. 10
(b) Explain any four defuulﬁc“‘tionvmethods wrthsultableexample 10

4. Designa fuzzy controller to _determmerthe "ash ume of domestic washing 20
machine. Assume that mpht 15 n’t‘_and grease on ciothes Use three descriptors
for mput varlableS\aHd ﬁve degcrlptors fof out arrables Derive set of rules

!
4
3
:
3
]
1
s
]
3
J
‘

1 g :; rove the followmg 1dent1t1es R 10

4 o\-\ f & Q} \F or umpelar Z:ontmile‘us ﬂc“gvahon

ST ey =0 20

V‘\ | Q‘} For b1polar con‘tlmlouﬁ ashvatlon function

\;’f ;{,;?.;, o “-'._;1' '(net«)\"‘;__._. O (1 02)/2.

(b) Explaln leammg ‘vector quantlzatlon Algorithm. 10
20

#5,45 ane short notes on any two :
(a) Kohonen self-organizing feature maps.

(b) ANFIS architecture.
(c) Newton Method.
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QP CodeB11500

| ’ ! 3 heg, '
Note : 1o Question 1 14 eompulum'y -
2, ' .
2 ]a::::;l::l :u::; 3 questions out of the ves(
: ABlo assumpig, :
4 Ench question cnxrley uq\::nr:“w“ eile Rl

rka, N

QL Use e 1
) 8 the Play falr clpher wig, 1}
tho mosange “The pront 16 keyword : “MEDICINE n
D Explin ke v SO Wonld I > enclpher )
0)  Briofly define idea behing RSA and algo explain (5)
1) ~What s the one way fune T
2) What is the trap dozr i:lallliz:?l 12 hls systemn?
3) Give Public key ana Private Key
4) Deseribe security.in thig system,

Q2){3 g’;ll’lg‘;g“bﬁ\sf- detailing the Feiste! structure and S-block design (10)
era Voter data management system in E-voting system with sensitive and 2
non-sensitive attributes, HAVE a1y (10)
1) Show with sample queries how at
: tacks (D
are possibk? onsuch data sets ( Direct, Inference).
2) Suggest 2 different ways to mitigate the problem.

- Q3) , , ; g
a) Explain Diffie-Hellman Key exchange algorithm with suitable example. (10)
Also explain the problem of MIM attack in it : o
 b) What are Denial of Service attacks? Explain any three types of DOS ‘ (10)
attacks in detail :
Q4 '
a) IPSec offers security at n/w layer. What is the need of SSL? (10)
Explain the services of SSL protocol?
b) What are the types of firewalls? How are firewalls different from IDS . (10)
Q 5)a) What are the various ways in which public key distribution is implemented. (10)
Explain the working of public key certificates clearly detailing the role

of certificate authority. g :
b) Why are Digital Signatures & Digital certificates required? What is the significance  (10)

of Dual Signature.

Q6  Attemptany 4 g@ X a0)
a)‘ SHA-1 3 Librg;\;d%
'b) Timing and Storage Covert Channel ‘ *\Q-\«,.m’\’;\;’
c)  Session Hijacking and Spoofing D
d)  Blowfish ==
f)  SMIME

. rmmArac EIARRTTRARISRCAR 10440797 TR e
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DSEP () ComfP SerD Vil %

QP Code : 621601

(3 Hours) [ Total Marks : 100

N.B. : (1) Question No. 1 is compulsory
(2) Solve any four questions from remaining six questions ' el
(3) Assume suitable data if required.
~Solve the following :- - : : 20
(a) Explain block diagram of Digital Image Processing. '
(b) Justify : Laplacian is better than gradient for edge detection -
(¢) Prove that DT unit step signal is power signal.
- (d) Obtain DIT-FFT of x(n) = (2,3, 4, 1} |
(e) Obtain output of DT system for input
: x(n) = {1, -2} and impulse response

W)= 1, 3522 1)

10
10

plain in brief Lossy compression methods.

2. (a) Ex
(b) Explainimage segmentation methods.

(a) Obtain 8 -pt DIT FFT of £
‘x(n)={1, 0, 2, 0,3,0,4,0} e
(b) Find inverse Z Transform of 10

1+3z7!

for all possible

4. (a) Explainimage restoration and its applications. 10

(b) Obtain DFT of Image 10
1 1]
1
4
3

W W W N
N W NN
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QP Code : 621601

5. (a) Perform the histogram equalization and draw new equalized his
the following image data.

Gray level 0 1 2 |3 4 5_7 6 7
No.of pixel | 780 [ 960 [ 1023 | 81 | 122 | 656 329 | 245
(b) Find the Huffman code for the fol
{li 1’ 1’ I’ l’ 25 2’ 2’ 2’ 2’ 2’ 3, 3»

togram of 10

lowing steam of 28 data points. 10- ‘! ! -
3,4,4,4,4,4,5,5,5,6,6, 6,6, 7,7} cRen
6. (a) Explain the homomorphic filtering.

~ .10 @
(b) Forthe 3.bit 4x4 size image perform following operations. A : 10 l
(i) Thresholding T =3
(ii) Negation .
(iii) Bit plane slicing for MSB and LSB planes
(iv) Intensity level slicing with background, r,=3 and fr,=>5

W lniw
W=\ O

412

113
312
2:1.7

7 Write short Notes on (Any 2)
~ (a) Classification of DT systems
(b) JPEG compression ¢
(c) Hough Transform G
(d) Wiener filter

20
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